# Martin Lewis warns of rising deepfake scams using his image to dupe investors



Martin Lewis, the renowned consumer advocate and founder of Money Saving Expert, has issued a stark warning to the public about the proliferation of fraudulent advertisements utilizing his likeness. During a recent appearance on ITV's *This Morning*, he expressed grave concerns about the current landscape of online scams, which he characterised as a “wild west” devoid of proper regulatory oversight. This warning was prompted by a distressing case shared by a viewer, whose brother was duped into losing £140,000 through a fake cryptocurrency advertisement falsely claiming to feature Lewis’s endorsement.

Lewis vehemently reiterated that he does not participate in any advertisements, asserting, “It is ridiculous” how successive governments have failed to effectively tackle the issue of fraudulent advertising. His sentiments echo a growing frustration among many public figures who find themselves victims of identity theft in the digital advertising realm.

The rise of advanced technologies, particularly generative AI, has exacerbated the issue. Experts have begun to highlight the dangers of deepfake technology, which allows scammers to create convincingly realistic videos of prominent figures, including Lewis. Reports indicate that these manipulated videos prey on unsuspecting social media users, effectively blending deception and advanced technology to lure individuals into fraudulent investment schemes. In a notable case, an estimated $25 million was lost in a scam linked to a fake endorsement from a well-known corporation, illustrating the scale of financial danger posed by such scams.

MoneySavingExpert has launched initiatives to educate the public on these fraudulent ads, detailing how consumers can spot and avoid scams particularly prominent on platforms like Facebook, Instagram, and Google Ads. Their guidance emphasises the importance of verifying the legitimacy of advertisements and being wary of unsolicited offers, which often signal an attempt to defraud.

Recent incidents underscore the urgency of this situation. One victim reported losing £76,000 to a scam featuring a deepfake Lewis promoting a non-existent bitcoin scheme. The emotional toll on individuals who fall prey to these scams is substantial, with victims often left facing significant debt and distress, as highlighted by the case shared on *This Morning*.

Lewis has called for more stringent regulations to curb the misuse of deepfake technology in ads. His plea resonates with broader concerns within the industry, seeking systemic changes to protect consumers from being defrauded. Responses from digital platform leaders suggest a growing awareness of the need for robust measures, as evidenced by Meta’s removal of several fraudulent ads and deepfake content from its sites. However, Lewis’s calls for comprehensive regulations reflect a broader anxiety among consumer advocates that current measures are insufficient to deter this escalating type of fraud.

As online scams become increasingly sophisticated, it is crucial for individuals to remain vigilant. By fostering awareness around these issues and encouraging critical evaluation of online content, there exists a pathway to mitigate the risks associated with deceptive advertising and protect oneself from financial exploitation.
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