# Meta resolves technical error flooding Instagram with graphic content



On Thursday, Meta Platforms reported that it had addressed a technical error that resulted in the profiles of Instagram users worldwide being inundated with violent and graphic videos on their personal Reels feeds. The company did not specify the number of users that were impacted by this glitch, which sparked a significant outcry on social media regarding the presence of violent and “not safe for work” material, even among users who had activated the "sensitive content control" feature intended to filter out such content.

A spokesperson for Meta stated, “We have fixed an error that caused some users to see content in their Instagram Reels feed that should not have been recommended. We apologize for the mistake.” However, the company refrained from providing details about the underlying cause of the fault.

Meta’s moderation practices have gained scrutiny, particularly following its recent decision to terminate its U.S. fact-checking programme across Facebook, Instagram, and Threads—platforms that collectively serve over 3 billion users globally. This move has raised concerns about the company's ability to manage content effectively, especially as it emphasises automated moderation tools, a strategy expected to accelerate in light of the discontinuation of fact-checking in the United States.

According to Meta’s policies, the sharing of violent and graphic content is prohibited, and the company typically removes such material to safeguard its users. Nonetheless, exceptions are granted for videos that aim to raise awareness about critical issues, including human rights abuses and conflict. Meta’s oversight in this instance highlights ongoing challenges the company faces in striking a balance between content recommendations and user safety, a concern that has been exacerbated by previous incidents where harmful content proliferated on its platforms.

In previous years, Meta has been criticized for inadequately managing content recommendations, notably during the Myanmar genocide and for allowing pro-eating disorder content to reach teenage users. Additionally, it faced backlash for the spread of misinformation amid the Covid-19 pandemic. As the company continues to address these issues, its approach to content moderation remains in the spotlight.

Source: [Noah Wire Services](https://www.noahwire.com)
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