Major music publishers accuse Anthropic of copyright infringement and fabricating court citations
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In an ongoing and complex legal battle, major music publishers have raised serious allegations against the AI company Anthropic, claiming that its chatbot, Claude, has used copyrighted song lyrics without permission and has now included fabricated academic citations in its court filings. This lawsuit, which encompasses prominent publishers such as Universal Music Group, Concord, and ABKCO, centres on the assertion that Anthropic unlawfully utilised lyrics from popular artists, including Beyoncé and The Rolling Stones, to train its AI model. The music publishers are contending that, in response to user prompts, Claude often reproduces these lyrics verbatim, constituting a significant infringement of copyright laws.
The legal situation took an intriguing turn when a federal judge in San Jose ordered Anthropic to address claims that a cited source in one of its court documents was entirely fictitious. Specifically, an expert witness for Anthropic, Olivia Chen, reportedly referenced an article in the journal American Statistician that, upon investigation by the publishers’ attorneys, was confirmed to be non-existent. Attorney Matt Oppenheim pointed out that this could indicate reliance on Anthropic's own AI tool to generate arguments and supporting references. Although Oppenheim did not accuse Chen of intentional misconduct, he acknowledged the gravity of citing AI-generated inaccuracies in court documents, raising broader questions about the reliability of AI outputs in legal contexts.
Anthropic's legal team has characterised the incident as a simple citation error. They asserted that while the citation referred to an incorrect source, it was meant to connect to a legitimate article. The judge overseeing the case, Susan van Keulen, emphasised the seriousness of the situation, demanding a thorough response from Anthropic while refraining from allowing an immediate deposition of Chen. 
This case aligns with a growing trend in the American legal system, where multiple cases have seen consequences for legal professionals who have submitted AI-generated inaccuracies, often referred to as "hallucinations." A notable precedent was established in 2023 during the Mata v. Avianca case, where an attorney's reliance on ChatGPT resulted in financial sanctions after the AI provided fabricated legal sources. In total, at least seven legal cases have surfaced across the U.S., raising alarms over the depth of AI's inaccuracies and its implications for judicial integrity.
The scrutiny on how AI technologies interact with copyright laws continues to intensify, as underscored by a recent report from the U.S. Copyright Office. This 108-page document highlights the need for a balanced approach regarding content use in AI training, acknowledging the rights of content creators while also recognising the transformative potential of some AI outputs. Although the report indicates that certain uses may qualify as "fair use," it warns against the large-scale scraping of data that could infringe upon copyright laws.
Meanwhile, innovative solutions are emerging in the realm of AI licensing, with several start-ups facilitating legal pathways for AI companies to utilise copyrighted content. Companies like Pip Labs and Vermillio are developing platforms to help ensure compliance and promote fair compensation for creators, aiming to navigate the murky waters of copyright when it comes to AI training. The projected growth of the AI licensing market from $10 billion in 2025 to $67.5 billion by 2030 underlines a compelling shift in the landscape, as demand for high-quality, ethically sourced data grows amid increasing legal pressures.
As AI continues to permeate various sectors, including legal environments, the conversation surrounding intellectual property rights, ethical considerations, and the responsibilities of AI developers remains paramount. The ongoing case between music publishers and Anthropic not only reflects these tensions but highlights the pressing need for concrete guidelines and regulatory frameworks to govern the future of AI technologies and copyright protections. As the legal landscape evolves, stakeholders from both the creative and technological domains will need to find common ground to ensure that the interests of all parties are adequately protected.
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