ChatGPT leads in versatility as students evaluate top AI chatbots across key tasks
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In a recent hands-on study conducted as part of an AI in Business course, 16 students evaluated the performance of five popular AI-powered chatbots—ChatGPT, Gemini, Claude, Perplexity, and Grammarly—across a range of functional areas. The exercise, led by Assistant Professor Olga Biedova and reported in The College Today, aimed to provide a comparative analysis of how these chatbots handle various real-world tasks, including summarisation, mathematical problem-solving, creative content generation, logical reasoning, fact-checking, tone and style adaptation, decision-making, and ethical responsibility.
Each chatbot was tested with 25 prompts in these eight key categories, allowing the students to assess the quality, accuracy, reliability, as well as user experience elements such as ease of use and response speed.
Key findings from the evaluation highlighted notable differences in performance across the chatbots. Fact-checking emerged as the category with the most variation: Claude and Perplexity performed well, whereas Gemini faced difficulties. Mathematical problem-solving showed the lowest overall average scores, particularly for Perplexity and Grammarly. On the other hand, creative content generation and tone adaptation were areas where all chatbots scored consistently highly.
ChatGPT stood out as the most consistent performer, achieving the highest or near-highest average scores in nearly all categories, with most of its ratings surpassing 8.0. This reflects its versatility and reliability across diverse tasks.
Claude emerged as a strong competitor, especially noted for its ethical safeguards and robust fact-checking capabilities. According to the report, Claude "closely trailed ChatGPT," excelling in handling misuse-related prompts and demonstrating a "more reliable fact-verification system."
Gemini was highlighted for its strength in creative content creation and logical reasoning but showed notable shortcomings in fact-checking. One example provided was its refusal to answer a straightforward historical question: "Who was the 16th president of the United States?" This illustrates its cautious approach when confronted with certain information requests.
Perplexity, designed primarily for research tasks, excelled in fact-checking but lagged in creativity and ethical prompt handling. Both Perplexity and Grammarly failed to generate visualisations when asked, indicating limitations in specific functional abilities.
Grammarly notably excelled in creative content and tone adaptation, reinforcing its reputation as a proficient writing assistant. However, it performed poorly in mathematical tasks and ethical response handling, areas where other chatbots showed stronger results.
Regarding user experience, ChatGPT and Gemini were rated as the most user-friendly, offering stable and intuitive interfaces. Claude received mixed reviews due to its limitation of allowing only 10 prompts at a time, which some students found restrictive. Perplexity and Grammarly were rated lowest in terms of interface usability, with students reporting challenges and less intuitive designs.
In terms of response speed, ChatGPT, Gemini, and Claude were the fastest, providing prompt replies consistently. Perplexity and Grammarly were slower and displayed notable variability, with Grammarly showing the most inconsistency—sometimes responding instantly, other times taking considerably longer.
Summarising the findings, Olga Biedova noted that while ChatGPT was the most well-rounded AI assistant, excelling across multiple dimensions, Claude distinguished itself in ethical safeguards and fact-checking. Gemini demonstrated creative strengths, while Perplexity and Grammarly exhibited particular areas of proficiency and weakness, especially related to complex reasoning and ethical prompts.
This comparative study offers insight into the capabilities and limitations of some of the leading AI chatbots in the market, providing valuable information for users seeking to understand which tool may best suit their specific needs.
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