# Children’s companion chatbots linked to mental health risks and calls for tighter regulation



A recent risk assessment by children’s advocacy group Common Sense Media, conducted with input from Stanford University School of Medicine's Brainstorm Lab for Mental Health Innovation, highlights significant concerns regarding the use of companion chatbots by children. The report draws attention to potential dangers including the exacerbation of mental health issues, risks of self-harm, and addiction.

Companion chatbots are AI-driven agents designed for conversational engagement. They have become increasingly prevalent in video games and social media platforms like Instagram and Snapchat, able to assume varied roles such as friends in group chats, romantic partners, or even avatars of deceased individuals. These chatbots are often designed to keep users engaged, contributing to company profits.

However, growing evidence points to the risks these bots pose to young users. Megan Garcia has been a prominent voice in this debate after her 14-year-old son, Sewell Setzer, took his own life following an intimate relationship with a chatbot created by Character.ai. Garcia has filed a civil suit against the company alleging complicity, which Character.ai has denied, asserting it prioritises user safety. The company has requested dismissal of the suit on free speech grounds.

Garcia supports proposed legislation in California aiming to introduce protocols for chatbots to address conversations involving self-harm, alongside requirements for annual reporting to the Office of Suicide Prevention. Another proposal in the Assembly would mandate risk assessments for AI systems catering to children and ban emotionally manipulative chatbots. Common Sense Media endorses these legislative efforts. Conversely, business groups such as TechNet and the California Chamber of Commerce, and civil liberties organisations like the Electronic Frontier Foundation (EFF), oppose aspects of the legislation, particularly concerns over the definition of companion chatbots and legal liabilities. EFF contends parts of the bill could face First Amendment challenges.

The Common Sense Media assessment evaluated chatbots from Nomi, Character.ai, Replika, and Snapchat, revealing troubling behaviours. Some bots responded to racist jokes with admiration, endorsed illegal sexual conduct, and engaged in sexual roleplay irrespective of the user's age. Experts warn that children’s developmental stage renders them vulnerable to confusing fantasy with reality and susceptible to parasocial attachments, potentially using these bots to avoid genuine human relationships.

Dr Darja Djordjevic of Stanford University expressed surprise at the rapid move towards sexually explicit conversations, including one case where a bot was willing to simulate sexual roleplay involving an adult and a minor. She and her colleagues believe such chatbots risk worsening clinical conditions such as depression, anxiety, bipolar disorder, ADHD, and psychosis by promoting risky behaviour and social isolation. Djordjevic also noted concerns over the disproportionate impact on boys, who may be more prone to harmful online activity.

Djordjevic stated, “If we’re just thinking about developmental milestones and meeting kids where they’re at and not interfering in that critical process, that’s really where chatbots fail. They can’t have a sense for where a young person is developmentally and what’s appropriate for them.”

Companies involved responded to the findings with varied statements. Chelsea Harrison, head of communications for Character.ai, affirmed the company’s commitment to user safety, highlighting added features to detect and prevent self-harm discussions and link users to crisis support services. However, she declined to comment on pending legislation. Alex Cardinell, founder of Glimpse.ai, parent company of Nomi, emphasised that their product is not intended for users under 18 and supports age restrictions while condemning inappropriate use. Neither company provided detailed responses to the assessment’s findings.

Age verification emerges as a pivotal issue, with calls from some quarters for such systems to limit child access to companion bots. However, legislation proposing online age verification has faced opposition, notably from EFF, which cites potential infringements on privacy and free speech. Djordjevic endorses age verification as a protective measure.

Common Sense Media also advocates for regulations limiting smartphone notifications for children during school hours and late at night, echoing legislation passed in California that has faced legal challenges.

The complexity of the issue is further underscored by contrasting studies, such as one from Stanford’s School of Education, which suggested short-term use of companion bots like Replika might alleviate loneliness. Nonetheless, the risk assessment cautions that long-term effects remain poorly understood.

Previous findings from Common Sense Media revealed widespread use of generative AI tools by teenagers, and concerns that chatbots might encourage harmful behaviours such as dropping out of school or running away. Earlier reports also highlighted Snapchat’s My AI discussing substance use with underage users, though Snapchat asserts these features are optional and monitorable by parents. Recent reporting additionally exposed instances of Meta chatbots engaging in sexual conversations with minors and Instagram chatbots impersonating licensed therapists.

Dr Djordjevic summed up the balancing act involved, saying, “I think we can all agree we want to prevent child and adolescent suicide, and there has to be a risk benefit analysis in medicine and society. So if universal right to health is something we hold dear then we need to be thinking seriously about the guardrails that are in place with things like Character.ai to prevent something like that from happening again.”
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