Geoffrey Hinton admits GPT-4 fails simple riddle despite Nobel-winning AI breakthrough
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Geoffrey Hinton, often referred to as the “Godfather of AI,” has recently expressed his concerns regarding the over-reliance on artificial intelligence, specifically OpenAI’s GPT-4 chatbot. In a candid interview with CBS, Hinton, who was awarded the 2024 Nobel Prize in Physics for his pioneering work in machine learning, admitted that he tends to trust the AI more than he perhaps should. This admission highlights a crucial conversation about the inherent limitations of current AI technologies, even those considered state-of-the-art.
During the interview, Hinton presented GPT-4 with a simple riddle: “Sally has three brothers. Each of her brothers has two sisters. How many sisters does Sally have?” Surprisingly, GPT-4 answered incorrectly, stating that Sally has two sisters when the correct answer is one—Sally herself. This blunder not only caught Hinton off guard, but it also served to illustrate the obstacles that still plague even the most advanced AI systems. Hinton remarked, “It surprises me. It surprises me it still screws up on that,” emphasising the model's occasional failings despite its remarkable capabilities.
Hinton’s acknowledgment of AI's shortcomings does not detract from his optimism about its evolution. He expressed hopes that future iterations of the technology will address current limitations, suggesting that the upcoming GPT-5 could potentially solve such riddles correctly. Indeed, following the interview, reports surfaced on social media indicating that more recent versions of OpenAI’s models, like GPT-4o and GPT-4.1, successfully handled the riddle, showcasing the rapid advancements being made in the field.
The trajectory of AI development has been significantly influenced by Hinton’s foundational contributions, particularly in the realm of deep learning and neural networks. Alongside John Hopfield, Hinton was honoured for research that has been instrumental in creating AI systems capable of mimicking human cognitive functions, leading to transformative applications across various sectors. During his Nobel Prize banquet speech, Hinton spoke about the profound potential of AI to enhance productivity and model human intuition, but also cautioned about the risks of technologies that might ultimately exceed human intelligence.
The recognition of both the benefits and risks associated with AI underscores the need for responsible development in this rapidly evolving domain. Hinton has been vocal about the ethical implications of AI and the necessity for regulation to mitigate unintended consequences as these technologies continue to advance. The Nobel committee, in awarding him the prize, highlighted this duality, acknowledging the significant impact of AI while stressing the importance of ensuring its responsible evolution.
As the field progresses, the dialogue initiated by Hinton encourages a balanced perspective on AI’s capabilities and limitations. The blend of advancement and caution will likely be central to discussions as society navigates this transformative landscape. While the optimism surrounding AI development persists, Hinton's experience serves as a reminder of the careful consideration needed to harness its potential safely and effectively. 
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