Demis Hassabis urges teens to become AI ninjas as generative AI reshapes future jobs
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As generative AI rapidly evolves, its implications for the next generation have become a focal point for industry leaders. Recently, Demis Hassabis, CEO of Google DeepMind, asserted that today’s teenagers should enthusiastically embrace this transformative technology. On a recent episode of the podcast "Hard Fork," he captured the potential of generative AI to reshape professions, suggesting that while certain jobs may be displaced, they will likely be replaced by more engaging, value-driven roles. He remarked, “Over the next 5 to 10 years, I think we're going to find what normally happens with big new technology shifts, which is that some jobs get disrupted… new, more valuable, usually more interesting jobs get created.” 
This vision aligns with assertions made during the Google I/O developer conference, where Hassabis, alongside co-founder Sergey Brin, projected that artificial general intelligence (AGI)—a form of AI that can reason at human-like levels—might be realised by 2030. This development is seen as not just a technological milestone but also a significant societal shift, although there is considerable debate regarding the nature and consequences of AGI. Hassabis maintains that achieving this will require both scaling existing AI models and pioneering new techniques, as the field awaits critical breakthroughs.
The rapid evolution of generative AI began notably with the launch of OpenAI's ChatGPT, which has prompted a competitive landscape among tech giants for supremacy in AI capabilities. In response, Google has reinforced its investment in AI, announcing a budget of $75 billion for capital expenditures in 2025, a significant increase from the previous year's allocation. This funding underpins efforts to enhance Google’s core services, particularly in search, where the introduction of AI tools aims to create more intuitive and context-rich user experiences.
Hassabis advises the current generation to engage with AI tools actively, expressing that understanding their functionality is essential for future success. He encourages students to become proficient with these technologies, asserting the importance of skills in coding and critical thinking as foundational elements of a successful career trajectory in increasingly AI-dominated job markets. Similar sentiments echoed from Mustafa Suleyman, CEO of Microsoft AI, who encouraged youngsters to explore and learn the limitations of the technology to better navigate its implications.
This emphasis on education underscores a broader trend in academia, where institutions are beginning to incorporate AI-focused degrees into their offerings. For instance, Rice University has announced plans to provide dedicated courses aimed at equipping students with essential AI competencies, thereby preparing them for future job markets where AI literacy could prove invaluable.
On a parallel front, DeepMind has made significant strides in drug discovery through its subsidiary, Isomorphic Labs, which boasts partnerships with major pharmaceutical companies aiming to accelerate the development of AI-designed drugs. This venture highlights the transformative potential of AI not just in general intelligence but also in real-world applications that could revolutionise healthcare. Hassabis’s ambition with projects like the upcoming "Project Astra," which aims to create a universal AI assistant, also exemplifies how AI can enhance human productivity and problem-solving capabilities.
Despite the excitement surrounding these advancements, the AI community remains vigilant about ethical considerations and the societal impacts of emerging technologies. Hassabis has articulated the need for a cautious and coordinated approach in the development of AI systems, aiming to mitigate risks that could arise from the deployment of advanced AI technologies.
In conclusion, as we stand on the cusp of a new technological era, the integration of AI into everyday life presents both vast opportunities and significant challenges. For today’s youth, becoming adept with AI tools is not just advisable; it may well be essential for thriving in a future shaped by these innovations. As Hassabis aptly noted, "Whatever happens with these AI tools, you'll be better off understanding how they work, and how they function, and what you can do with them."
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