UK government considers two-hour social media limit and 10pm curfew for children
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The UK government is reportedly weighing the introduction of stricter regulations aimed at limiting the time children can spend on social media platforms. Key proposals under consideration include imposing a two-hour cap on the use of individual apps and establishing a curfew at 10:00 PM. During a recent appearance on the BBC’s “Sunday with Laura Kuenssberg,” Technology Secretary Peter Kyle outlined his concerns regarding the addictive nature of apps and smartphones when questioned about potential time limits for young users. 
These considerations come on the heels of mounting advocacy for more robust online safety measures. Ian Russell, an online safety campaigner and father of a teenager who tragically took her own life after encountering harmful content, voiced his frustration over what he perceives as governmental inaction. He stated, “Every day the government has delayed bringing in tougher online safety laws...we’ve seen more young lives lost and damaged because of weak regulation and inaction by big tech.” Russell, who supported the earlier Online Safety Act, insisted on the necessity for stronger legislation that prioritises children’s safety over engagement metrics.
Kyle emphasised that existing legislation from the prior Conservative government has yet to be implemented, noting that significant changes are required to adequately protect children online. He also mentioned that forthcoming mandates would require platforms to supply age-appropriate material, with serious penalties for non-compliance. There is a growing call among child advocates for effective measures to ensure a safer online environment, which echoes previous statements from England’s children’s commissioner, Dame Rachel de Souza. She has argued for bold government action, emphasising that “any amount of time online is too long” if the content accessed is harmful. 
Recent developments reflect a shifting perspective on social media regulation for minors. In November 2024, Kyle hinted at a possible ban on social media for users under 16 but clarified that further research was necessary before any such measures could be enacted. Consultation from the UK Youth Parliament, composed of teenagers aged 14 to 19, revealed that many believe a ban would be impractical. Instead, they advocated for more rigorous regulations aimed at holding companies accountable for the promotion of inappropriate content. 
Earlier legislative efforts have attempted to address the addictive design of social media applications. A 'safer phones bill,' introduced by Labour MP Josh MacAlister, proposed regulations to make engaging content less appealing for minors, calling for technological safeguards in phones sold to under-16s. Additionally, a collaborative initiative between the UK and the US aims to enhance children's online safety, pushing for stricter age verification and content regulation while ensuring companies risking non-compliance could face significant penalties.
As the conversations around online safety laws evolve, the imperative to prioritise child well-being in the digital age remains front and centre. The outcome of these discussions and legislative proposals may shape not only the future of digital engagement for young people but also the broader landscape of online regulation.
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