# Experts warn of rising AI-powered healthcare scams targeting consumers



Amid growing concerns about the increasing use of artificial intelligence (AI) in fraudulent activities, experts are raising alarms about the rise of AI-powered scams targeting consumers, particularly in the healthcare sector. These scams, which have become more prominent in recent months, are causing financial and personal information losses, with experts predicting that 2025 may see a significant surge in such criminal activity.

The Better Business Bureau issued a warning back in March, alerting consumers to the dangers posed by AI scams designed to steal money and sensitive data. Reporting by Forbes also highlights expectations that 2025 could become a critical year when financial technology systems and bank accounts come under intensified attack by AI-enabled fraudsters.

Healthcare billing is one major area where AI is being exploited. Criminals are deploying sophisticated methods to send out fake medical bills and emails containing malicious links that aim to compromise personal information. AI's ability to fabricate convincing logos, images, and even videos makes these scams harder to detect. Scott Speranza, CEO of cybersecurity firm HealthLock, explained how AI's realism in creating fraudulent content can fool consumers. “AI can create images, videos and other content that’s so realistic it can be impossible to detect a flaw unless you zoom in on one small pixel that’s incorrect,” he said, speaking to AOL.com. Speranza further emphasised, “Never pay a bill without verifying its authenticity. Contact your insurance or healthcare provider via phone and ask if they sent you a bill.”

Consumers are urged to scrutinise any suspicious bills carefully. If charges are not recognised, contacting the healthcare provider directly using contact information from official websites—not from the questionable bill—is recommended. This precaution helps ensure that payers are dealing with legitimate sources before releasing funds.

Additionally, caution is advised against clicking on links or replying to unexpected emails or text messages purporting to be from insurance companies or healthcare providers. Speranza advised, “If you don’t regularly receive bills from your insurance company or healthcare provider via email, then don’t click on any links or reply to an email if you suddenly receive one. The same goes for text messages.”

Another practical recommendation to protect oneself is to pay bills using a credit card rather than a bank account or cash apps. Credit cards offer the advantage of enabling consumers to dispute inaccurate charges more easily, providing an additional layer of financial defence.

As AI technology continues to evolve and become more accessible, these scams are expected to grow in sophistication. Increased vigilance and careful verification are key strategies advised by experts to help consumers guard against becoming victims of AI-driven fraud.

The details and advice noted here were reported by AOL.com, referencing insights from industry experts and consumer protection organisations.

Source: [Noah Wire Services](https://www.noahwire.com)
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