# Full Fact warns UK faces misinformation crisis fueled by US political shifts and social media changes



The UK is increasingly grappling with a crisis in misinformation, a challenge exacerbated by recent political developments in the United States. Full Fact, a prominent fact-checking charity, has sounded the alarm, warning that the tumultuous shifts in US politics under Donald Trump's administration are having far-reaching implications for public discourse in Britain and across Europe.

Historically, Trump's tenure was marked by a series of executive orders aimed at promoting what he termed “freedom of speech.” His actions, notably the abandonment of independent fact-checking by major social media platforms like Meta, have resulted in what Full Fact describes as a “chaotic impact” on the online information landscape. Following Trump’s re-election, Meta further distanced itself from traditional fact-checking practices, favouring a model reminiscent of X-style community notes. This shift raised fears not only about misinformation proliferating unchecked in the US but also potentially spreading globally.

Full Fact’s annual report for 2025 highlights a worrying trend in misinformation dissemination, underscored by a rise in far-right narratives that can easily spark unrest. A notable example is the violent riots in the UK last summer, ignited by a false narrative surrounding a triple murder at a Taylor Swift-themed dance class in Southport. This incident encapsulated the dangers posed by unchecked misinformation, as it spiralled into nationwide riots fueled by hostility towards perceived minority groups. The report noted that insufficient police preparedness and limited regulation of social media platforms contributed to the rapid spread of these falsehoods, a sentiment echoed by His Majesty's Inspectorate of Constabulary and Fire & Rescue Services, which called for improved strategies in handling online misinformation.

As the volume of false information has surged, the UK government has accordingly ramped up its regulations. Under the Online Safety Act, which began enforcement recently, Ofcom has mandated stringent measures for tech companies to combat harmful content. These measures require platforms to appoint dedicated executives to oversee compliance, carry out risk assessments, and enhance their content moderation strategies. Such regulatory frameworks are crucial, but there remain concerns regarding their efficacy, particularly with instances of misinformation motivated by malicious intent being notoriously difficult to prove.

Moreover, the challenge of misinformation is compounded by the influence of high-profile figures on social media. Elon Musk, for instance, has been described as ‘obsessively active’ in UK politics, often amplifying unfounded conspiracy theories and hateful rhetoric. This has not gone unnoticed; Full Fact has highlighted instances where such influential individuals misuse their platforms, posing a greater risk to societal cohesion. In a particularly troubling episode, Labour’s safeguarding minister Jess Phillips found herself the target of a vitriolic social media barrage, underscoring the need for accountability in the dissemination of information.

In light of these challenges, Full Fact has called for a renewed commitment from both the Labour government and regulatory bodies like Ofcom to address the pitfalls of misinformation robustly. The charity advocates for the swift introduction of promised artificial intelligence legislation, acknowledging the emerging threats posed by AI-generated content, which can fabricate convincing deepfakes and false narratives. This call to action resonates with the wider societal imperative for fostering greater media literacy, especially among vulnerable demographics, as highlighted by Ofcom's research indicating that a significant portion of the public finds it challenging to differentiate between true and false information.

Ultimately, Full Fact’s warning about the current state of misinformation — characterised as a 'hybrid war' — encapsulates a growing urgency to combat false narratives that not only undermine political discourse but also pose risks to societal stability. The integrity of information is not merely an academic concern; it is foundational to the functioning of democracy itself. As the report concludes, ensuring access to accurate information is paramount, necessitating concerted efforts across all sectors of society to safeguard the truth.

As the regulatory landscape evolves, it remains essential for social media platforms, government entities, and the public to engage in a collaborative effort to uphold the value of accurate information, ensuring that democracy can flourish amid the challenges posed by disinformation.
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