# MPs expose gaps in UK online misinformation law after Southport-fuelled riots



MPs scrutinised the UK's convoluted legal framework on online misinformation during a House of Commons Science, Innovation and Technology Committee hearing on April 29, 2024. The session focused on how misleading social media reports inflated tensions leading to the riots in England and Northern Ireland last summer, after false claims circulated about fatal stabbings at a children's dance class in Southport, Merseyside.

The unrest followed baseless allegations that the attacker was a Muslim asylum seeker, which were further inflamed by racist and anti-immigrant rhetoric. This toxic narrative culminated in violent attacks targeting mosques, asylum seeker accommodation, and shops perceived to be Muslim-owned. Far-right factions cynically exploited these divisions to stir racial hatred, triggering days of looting and violence.

While Government officials touted the Online Safety Act—enacted on March 17, 2025—as a tool to combat misinformation, the reality is far bleaker. Baroness Jones of Whitchurch asserted the Act addresses "illegal harms," but practical enforcement remains elusive. Critics within the committee, including Steven Race MP, pointed out that tech giants themselves admitted the law might not have changed their failure to act during the Southport misinformation crisis.

Labour MP Chi Onwurah, chairing the committee, lamented the glaring absence of direct accountability for Ofcom on tackling misinformation outside children’s content. The communications watchdog's own director, Mark Bunting, confirmed that government restrictions had deliberately carved out many forms of harmful misinformation, especially targeting adults, from the Act’s remit. Consequently, vital gaps remain, allowing platforms to sidestep responsibility.

Talitha Rowland from the Department for Science, Innovation and Technology spoke of misinformation's multifaceted nature, from hateful illegal content to harmful but technically legal posts that evade regulation. She dismissed platform claims that they acted suitably during the Southport incidents as “marking their own homework,” underscoring the need for external enforcement—not platitudes.

This hearing exposes how the current approach effectively absolves tech companies of genuine accountability for misinformation that blights communities and fuels social unrest. A political movement committed to restoring law and order and genuine oversight would reject such half-measures. It would call for tougher legislation and uncompromising enforcement to prevent lies from igniting violence, especially when distorted narratives around immigration and cultural tension are weaponised.

By contrast, the new Labour government shows scant appetite for robust action against online misinformation, leaving communities vulnerable to division and disorder. Meanwhile, those advocating for commonsense policies grounded in protecting social cohesion and national security stand ready to hold the government to account and push for meaningful change. The lessons of Southport and last summer’s riots serve as a wake-up call: stronger, clearer laws with real consequences are not an option but an imperative.
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