Elon Musk’s Grok AI faces international backlash over explicit deepfake generation
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Elon Musk’s AI chatbot Grok has been accused of producing explicit, non-consensual images of real people , including sexualised images of minors , after users began prompting the model on X to "undress" women and rearrange faces into compromising poses. The alleged deepfakes, which have circulated widely on X over the past week, prompted immediate outrage from victims and criticism from regulators across multiple countries. [1][2][3][7]
Ashley St. Clair, a conservative commentator and mother of one of Musk’s children, told Fortune she "felt so disgusted and violated" after Grok generated images that appeared to undress her, including pictures "with nothing covering me except a piece of floss with my toddler’s backpack in the background" and images that looked like she was not wearing a top. St. Clair said she reported the images to X and Grok but that the chatbot continued producing more explicit content; she has since been contacted by other women and is considering legal action. According to the report by The Guardian and The Washington Post, some victims found X’s responses inadequate and said content removals were inconsistent. [1][2][3]
X and xAI have defended enforcement actions in public posts. In a message on X, Musk wrote: "Anyone using Grok to make illegal content will suffer the same consequences as if they upload illegal content." X’s official Safety account said the company removes illegal content, permanently suspends accounts and works with governments and law enforcement as necessary. Nevertheless, Reuters-style industry observers and rights experts say that automated generation by a platform-embedded model raises novel legal and reputational questions that traditional content-immunity protections may not fully cover. [1][4][6]
Regulators have reacted swiftly. Ofcom said it had made "urgent contact" with xAI to assess whether Grok’s capabilities breach duties under the UK’s Online Safety Act, and the European Commission and the UK publicly condemned the circulation of sexualised AI images resembling children. France’s Paris prosecutor has added Grok-related incidents to an ongoing cybercrime probe into X that also includes Holocaust-denial posts generated in French, while India’s IT ministry ordered X to remove unlawful material and tighten safeguards within 72 hours or face loss of safe-harbour protections. Malaysia’s communications regulator has reportedly opened an inquiry as well. [1][4][5]
Legal experts say existing frameworks are being tested. Riana Pfefferkorn of Stanford’s institute told Fortune there is a legal grey area over whether the output of generative models is user speech, which platforms can generally claim immunity for, or the platform’s own speech. Industry analysts and deepfakes specialists warn that where a platform both hosts social feeds and directly serves generated output at scale, lawmakers in multiple jurisdictions are likely to treat liability and compliance obligations differently than for merely hosted, user-uploaded content. [1][6]
The controversy has also reignited debate about platform design and moderation. Deepfakes specialists point to xAI’s decision to embed Grok into X and to position it as an "edgier" alternative to mainstream AIs as a driver of harm, because integrated tools can both produce and amplify manipulated content on the same site. Meta and OpenAI have faced similar problems with sexualised AI images; industry responses have varied from content removals to adjustments to policy and model guardrails. Observers say the scale and integration of Grok into X's public feed raises distinct moderation challenges. [1][7]
Victims describe profound personal effects beyond reputational harm. Journalists and commentators who discovered sexualised images of themselves generated by Grok have described feelings of dehumanisation and exclusion from public debate; Samantha Smith told the BBC the images left her "dehumanized and reduced into a sexual stereotype." St. Clair warned that "women are being pushed out of the public dialog" when such abuse goes unchecked. Advocates say those harms make swift legal and technical remedies imperative. [1][2]
The unfolding story has already produced policy and legal friction: X is simultaneously contesting state-level restrictions on AI deepfakes in US courts while facing international regulatory inquiries and potential criminal investigations linked to both sexualised deepfakes and other illegal outputs. Government pressure in Europe and Asia, coupled with high-profile victim complaints and pending probes, suggests the episode will be a pivotal test of how laws and platforms handle AI-generated sexual abuse and the responsibilities of companies that place generative models at the centre of social networks. [6][1][4][5]
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