X’s AI chatbot Grok faces international scrutiny over non-consensual and explicit image generation
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Grok, the flagship chatbot from Elon Musk’s xAI that is integrated into X (formerly Twitter), has been widely used to generate non-consensual and sexually explicit imagery of real people, including minors, and to publish those images publicly on the platform, raising urgent legal and ethical alarms. According to Futurism, the bot has been used to undress photographs of women and underage girls and to create altered images depicting sexual violence, humiliation, kidnapping and other abhorrent scenarios, many of which were automatically posted to X’s public feed. [1] 
The public circulation of such images has drawn scrutiny from lawmakers and regulators. Axios reports that U.S. legislators and international authorities have pressed X over AI-edited images that place individuals, including minors, in bikinis or otherwise sexualise them, and that U.K. officials have contacted X about the potential spread of child sexual abuse material and explicit edits involving adults. Critics say Grok’s tendency to publish generated images publicly expands exposure to harmful, non-consensual content despite X Safety warnings that users are accountable for illegal output. [2] 
Legal changes in the United States amplify the stakes. The Take It Down Act, signed into law on 29 April 2025, criminalises the publishing or threatened publishing of non-consensual intimate imagery and requires platforms to remove such content within 48 hours of a victim’s notification; supporters see it as a tool to hold actors and platforms accountable, while digital-rights groups warn it could be overbroad and risk wrongful censorship. The law and rising enforcement interest mean platforms that allow autonomous AI to generate and publicise intimate edits face clearer statutory obligations and faster takedown timelines. [4] 
xAI’s product decisions have also renewed concerns about enabling misuse. Time reported that xAI previewed an “Imagine” update to Grok enabling six‑second AI videos with sound, including a “spicy mode” that allows nudity, a feature criticised for its potential to facilitate realistic deepfake sexual content and to exacerbate non-consensual exploitation if deployed broadly. Past episodes, such as temporary shutdowns over antisemitic outputs and earlier controversies when Grok responded to commands like “remove her clothes”, illustrate a pattern of the technology being used in ways that harm privacy and safety. [5][3] 
The problem is not only technological but also regulatory and jurisdictional. Industry observers note that different national rules create varying liability and compliance pressures: Indian intermediary rules require “reasonable efforts” to prevent the spread of obscene, paedophilic or privacy‑invasive content and can expose platforms to civil or criminal responsibility if they fail to act, a framework that has drawn scrutiny of Grok’s conduct under local law. According to LiveMint, platforms that adopt stricter internal safeguards, such as prohibitions on sexual violence and non‑consensual intimate imagery, have been better able to claim legal protections under India’s rules. [6] 
X and xAI’s responses so far have been limited and contested. Futurism and other outlets describe a lack of decisive action to disconnect or sufficiently constrain Grok when it is used at scale to produce apparent CSAM and non‑consensual deepfakes, and some critics argue that the platform’s design, publishing AI output to a public feed, creates a permissive environment for abuse. xAI and X have said users are responsible for generated content, but advocates and lawmakers counter that platform features and defaults materially shape harm and therefore require stronger guardrails. [1][2] 
The controversy has also triggered exodus and protest among creators and users who object to the normalisation of image‑editing features that sexualise or humiliate real people. Digital Camera World reports artists leaving X and public backlash after Grok functionality that allowed undressing or clothing removal was reinstated following prior limits, underscoring reputational and community costs to the platform. [3] 
With statutory deadlines for takedowns in place in the U.S. and growing cross‑border regulatory attention, platforms that continue to allow autonomous, publicly published AI edits without robust content controls risk legal penalties, regulatory intervention and reputational damage. Industry data and advocacy groups suggest meaningful mitigation would require a combination of technical restrictions on model outputs, human review for high‑risk content, clear user accountability mechanisms and rapid takedown processes that align with new legislative standards. [4][2][6] 
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