Ireland raises alarm over AI tool Grok for creating non-consensual explicit images
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Minister of State for Artificial Intelligence Niamh Smyth has written to X and requested a meeting to press the company over reports that the artificial intelligence tool Grok is being used to create sexually explicit images of adults and children. Ms Smyth said she wants to discuss what steps X is taking to address the "disturbing" reports around Elon Musk's xAI chatbot, which has been incorporated into the platform. [1][2]
The concern is not confined to Dublin. Coimisiún na Meán, Ireland's media regulator, said it was engaging with the European Commission after reports that Grok was responding to user prompts asking it to remove the clothing from images of people, including minors, so the images could be shared on X. John Evans, digital services commissioner at Coimisiún na Meán, has warned that the use of AI to create non-consensual images and child sexual abuse imagery breaches several laws and falls within the remit of the EU Digital Services Act. [1][2][4]
The Government has sought to frame the issue as both regulatory and criminal. Ms Smyth said she had requested updates from Coimisiún na Meán and the Office of the Attorney General and stressed that the "serious offence" should be tackled from both a legal and a regulatory perspective. She reminded the public that "The sharing of non-consensual intimate images is illegal, and the generation of child sexual abuse material is illegal." Under Ireland's Online Safety Framework she added there is "a clear obligation on online platforms to act on reports of illegal content." [1]
X has defended its controls, saying it takes action against illegal content on its platform, including child sexual abuse material, "by removing it, permanently suspending accounts, and working with governments and law enforcement agencies." The company also posted that "Anyone using or prompting Grok to make illegal content will suffer the same consequences as if they upload illegal content." Nevertheless the platform is already the subject of inquiries by regulators over whether it provides users with adequate routes to report and appeal moderation decisions under the Digital Services Act. [1][3][5]
Political pressure has been immediate. Taoiseach Micheál Martin described the reports as "unacceptable" and "shocking", and the Chair of the Oireachtas Committee on Artificial Intelligence urged the Government to fast-track the Protection of Voice and Image Bill 2025, saying it provides a "practical starting point for urgently needed legislation". Fianna Fáil TD Malcolm Byrne argued the misuse of someone’s image or voice without their consent for malign purposes "should be a criminal offence." [1]
Civil society and service providers have also reacted strongly. The Irish Internet Hotline, the designated body for reporting child sexual abuse imagery, said it supports a total ban on 'nudify' apps and other AI functions that produce deepfake sexual images, asserting "there is no legitimate purpose for such technology." Women's Aid announced it will "no longer maintain" a presence on X from tomorrow, saying the creation and sharing of AI deepfakes and non-consensual intimate imagery was the "tipping point." Mental health charity Turn2Me called on Coimisiún na Meán and the European Commission to block the Grok tool, warning of severe psychological harms for victims. [1][4]
Experts highlight the gendered nature of harms and international regulatory gaps. Ireland's Special Rapporteur on Child Protection, Caoilfhionn Gallagher, told RTÉ that an estimated 99% of sexually explicit deepfakes accessible online are of women and girls and described the problem as "also a gender-based violence issue." She warned that many legal and policy protections focus on those who generate images rather than platforms and products, and said the Attorney General's office was reviewing the existing framework. In the UK, Downing Street said "all options were on the table", including a government boycott of X, and gave Ofcom its backing to take enforcement action where firms fail to protect users. [1][2][5]
Regulators face a choice between enforcement and new rules. Industry data and legal experts note the Digital Services Act gives EU bodies powers that can include large fines and, in extreme cases, steps to restrict access, but enforcement will require coordinated action by national regulators and the Commission. Ireland's investigation into X, opened last year to assess compliance with the DSA's transparency and complaint-handling requirements, has become a focal point for whether platform safeguards are adequate as AI capabilities are deployed at scale. [3][2][5]
📌 Reference Map:
Reference Map:
[1] (RTE) - Paragraph 1, Paragraph 2, Paragraph 3, Paragraph 4, Paragraph 5, Paragraph 6, Paragraph 7 
[2] (The Irish Times) - Paragraph 2, Paragraph 4, Paragraph 8 
[3] (The Irish Times) - Paragraph 4, Paragraph 8 
[4] (Yahoo/UK News) - Paragraph 2, Paragraph 6 
[5] (Euronews) - Paragraph 4, Paragraph 7, Paragraph 8
Source: Noah Wire Services
Bibliography
1. https://www.rte.ie/news/ireland/2026/0107/1551973-grok-concerns-minister/ - Please view link - unable to able to access data
https://www.irishtimes.com/crime-law/2026/01/06/non-consensual-ai-images-on-social-media-illegal-content-irish-regulator-says/ - An official from the Irish regulator of social media platforms, Coimisiún na Meán, stated that the use of artificial intelligence tools to create non-consensual images and child sexual abuse imagery violates several laws. John Evans, digital services commissioner at Coimisiún na Meán, expressed concerns over the AI tool Grok, integrated into the X social media platform, and its potential to generate such content. He emphasized the importance of reporting illegal content to An Garda Síochána and the regulator's contact centre. The European Commission also plays a central role in risk identification and management of such services, with potential large fines for non-compliance with the Digital Services Act. (irishtimes.com)
https://www.irishtimes.com/media/2025/11/12/coimisiun-na-mean-begins-investigation-into-the-social-media-platform-x/ - Coimisiún na Meán, Ireland's media regulator, initiated an investigation into the social media platform X to assess its compliance with the Digital Services Act. The investigation focuses on whether X has properly informed users of their rights to contest decisions after reporting content that violates the platform's terms of service. John Evans, Digital Services Commissioner at Coimisiún na Meán, emphasized the importance of transparency in informing users of their rights to report and appeal decisions. The regulator warned of potential enforcement actions to protect user safety in Ireland and across the EU. (irishtimes.com)
https://uk.news.yahoo.com/news/fake-sexualised-images-created-through-x-152225307.html/ - Reports have emerged that the social media platform X is using AI to create fake sexualised images of individuals, prompting Ireland's media watchdog, Coimisiún na Meán, to engage with the European Commission. Users of X have reportedly prompted Grok, the AI chatbot developed by Elon Musk's xAI, to generate undressed images of people. A post on the Grok X account acknowledged 'isolated cases' where users received AI images depicting minors in minimal clothing, stating that xAI has safeguards in place but is working to block such requests entirely. (uk.news.yahoo.com)
https://www.euronews.com/next/2025/11/13/ireland-launches-investigation-into-elon-musks-x-on-content-moderation - Ireland's media regulator, Coimisiún na Meán, has launched an investigation into the social media platform X's content moderation policies. The investigation aims to determine whether users can challenge content moderation decisions made by X, whether users are informed about the outcomes of reports they've made, and whether X has an accessible complaints-handling mechanism. The regulator expressed concerns that X may be violating the European Union's Digital Services Act, which requires platforms to provide an effective internal complaint-handling system. Non-compliance could result in fines up to 6% of a company's turnover. (euronews.com)
https://www.perspectivemedia.com/fake-sexualised-images-created-through-x-very-serious-irish-media-watchdog/ - Reports have surfaced that the social media platform X is using AI to create fake sexualised images of individuals, leading Ireland's media watchdog, Coimisiún na Meán, to engage with the European Commission. Users of X have reportedly prompted Grok, the AI chatbot developed by Elon Musk's xAI, to generate undressed images of people. A post on the Grok X account acknowledged 'isolated cases' where users received AI images depicting minors in minimal clothing, stating that xAI has safeguards in place but is working to block such requests entirely. (perspectivemedia.com)
https://www.thejournal.ie/simon-harris-x-grok-6919660-Jan2026/ - Tánaiste Simon Harris has urged individuals impacted by AI-generated sexual abuse to report it to An Garda Síochána. Since late December, Elon Musk's AI bot Grok has been flooding X with non-consensual sexual images of women, children, and men. Ireland's media regulator, Coimisiún na Meán, is engaging with the European Commission on the matter. Harris emphasized that sharing non-consensual intimate images and generating child sexual abuse material are crimes in Ireland, encouraging victims to report such illegal activities to the police. (thejournal.ie)
image1.jpg
Warning: Non-consensual explicit
images created by Al tool, Grok

A 5t

324

Cor




