Malaysia joins Indonesia in blocking Elon Musk’s Grok over AI-generated non-consensual sexual images
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Malaysia has temporarily blocked access to Elon Musk’s AI chatbot Grok, joining Indonesia in the first coordinated national responses to global outrage over the tool’s capacity to produce sexualised, non-consensual images, including those depicting minors. The Malaysian Communications and Multimedia Commission (MCMC) said the restriction will remain “until effective safeguards were implemented”. [1][2][7]
The MCMC said it had issued notices to X and xAI demanding “the implementation of effective technical and moderation safeguards”, but judged the companies’ responses insufficient because they largely relied on user-initiated reporting rather than preventative measures. The regulator warned Grok can “generate obscene, sexually explicit, indecent, grossly offensive, and nonconsensual manipulated images, including content involving women and minors”. [1]
Indonesia’s temporary block preceded Malaysia’s action by a day, with the country’s communications ministry and its minister, Meutya Hafid, saying the government viewed “the practice of nonconsensual sexual deepfakes as a serious violation of human rights, dignity, and the security of citizens in the digital space”. Reports from Indonesia suggested some users were still able to access Grok via the app or through X, albeit with degraded performance. [1][2][7]
xAI, the Musk-led company that developed Grok, has moved to restrict image-generation and editing features on X, saying those functions would be “limited to paying subscribers”. The company portrayed this as a step to increase accountability because subscribers provide personal details that make misuse traceable. Industry and regulatory observers have, however, criticised monetisation as an inadequate technical safeguard. [1][4][5]
Independent analysis and reporting have amplified concerns about the scale and character of the problem. A forensics report cited by news outlets found a small but significant share of generated images in a sampled dataset involved minors in sexually suggestive contexts, heightening fears that the tool facilitates widespread non-consensual sexualisation. Governments across Europe and elsewhere have issued warnings, opened inquiries, or referred content to prosecutors. [3][4]
European officials have been particularly vocal. Germany’s culture and media minister asked the European Commission to consider legal steps to curb what he described as the “industrialisation of sexual harassment”. Italy’s data protection authority warned that creating explicit images without consent may amount to severe privacy violations or criminal offences, while French ministers said they had referred explicit Grok-generated content to prosecutors and alerted media regulators. The UK has also raised the possibility of a ban if stronger action is not taken. [1][4][5]
Regulators have stressed that limiting access on one platform does not end the risk because Grok functions across multiple interfaces, including a separate app and website. Several accounts and government statements say the feature remains reachable outside X for some users, complicating enforcement and prompting calls for cross-jurisdictional cooperation and technical remedies such as robust pre-publication filtering, identity verification and rate limits. [1][4][7]
The unfolding backlash illustrates the tension between rapid AI feature rollout and established legal and ethical frameworks. Authorities in India, Brazil and other jurisdictions have already demanded removals or explanations, and some regulators have threatened fines or platform restrictions under emerging online-safety laws if companies do not implement demonstrably effective, enforceable controls. Industry data and watchdog reports continue to be sought by governments weighing regulatory or legal action. [1][2][3][4]
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