International crackdown escalates on xAI's controversial chatbot over harmful deepfake images
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Elon Musk’s AI venture xAI is under intensifying international scrutiny after its chatbot Grok was revealed to be capable of producing sexually suggestive and non-consensual manipulated images, including material that investigators say may involve minors and deceased individuals. According to reporting by the Pak Observer and corroborated by international outlets, users discovered they could tag Grok under posts to receive realistic edited images within minutes, prompting widespread alarm over consent and safety. [2][4]
Independent analysis has amplified those concerns: a Paris-based forensic group reviewed more than 20,000 images allegedly produced via Grok and found a predominance of sexualised depictions of women and a notable minority that appeared to involve underage subjects, underscoring the tool’s capacity for harm. Marie Claire and other commentators have characterised the trend, sometimes described online in euphemistic terms such as “nudifying”, as a form of image-based sexual abuse that inflicts real psychological damage and exploits gaps in platform safeguards. [6][4]
Governments have responded rapidly and unevenly. Malaysia and Indonesia moved first to block access to Grok, with Malaysian authorities initiating legal proceedings against X and xAI for alleged breaches of national law over the generation and distribution of explicit and manipulated images. The Malaysian Communications and Multimedia Commission said the companies failed to remove harmful content after being notified. Reuters-style reporting from the Associated Press shows similar actions and investigations are under way in India, Brazil and elsewhere. [5][2]
In Europe the reaction has been institutional and investigatory. Ofcom in the United Kingdom has opened a probe to determine whether X breached the Online Safety Act, and British officials have signalled new legislation to criminalise the production of non-consensual sexualised images. The European Commission has ordered X to preserve internal data linked to Grok until the end of 2026 as part of a wider review under EU digital rules, reflecting official concern that monetisation or restricted access does not eliminate risk. [3][4]
xAI and X have taken some operational steps: the platform limited Grok’s image generation and editing features to paying users and X’s safety team said it was removing illegal content and suspending offending accounts. Industry and regulatory observers have criticised those measures as insufficient, noting reports that the feature may remain available through separate apps or websites and arguing that paywalls do not address the underlying governance, moderation and accountability failures. Malaysian and European regulators have signalled they will pursue legal and regulatory remedies rather than accept partial platform fixes. [4][2]
The episode has sharpened an international debate about the limits of technological self-regulation and the need for enforceable safeguards. Commentators and legal experts quoted in recent coverage warn that without stronger enforcement, clearer liability for platforms and faster cooperation with law enforcement, generative AI tools will continue to outpace existing protections for privacy, dignity and the safety of women and children. Policymakers from London to Kuala Lumpur are now weighing whether statutory penalties, record preservation orders and criminalisation will be necessary to ensure those protections are effective. [6][3]
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