Mother of Elon Musk’s child sues xAI over deepfake images and alleges retaliation
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The mother of one of Elon Musk’s children has sued his artificial intelligence company, xAI, alleging its Grok chatbot enabled users to generate sexually exploitative deepfake images of her that have caused “humiliation and emotional distress.” According to the lawsuit filed in New York state court, Ashley St. Clair, 27, says the images include an altered photo of her at 14 shown in a bikini and other manipulated images depicting her in sexualised poses and wearing a bikini with swastikas. [1][2][7]
St. Clair, who is Jewish and the mother of Musk’s 16‑month‑old son Romulus, says the altered images began appearing last year on X, the social platform that hosts Grok, and that she repeatedly reported them and asked for their removal. The complaint attached to the filing quotes her: “I have suffered and continue to suffer serious pain and mental distress as a result of xAI’s role in creating and distributing these digitally altered images of me,” and adds that she lives in fear of those who view the deepfakes. [1]
She also alleges retaliatory action by X after her complaints , including removal of a premium subscription and the loss of a verification checkmark on an account with about 1 million followers, which she says prevented her from monetising the account while abusive images continued to circulate. The lawsuit seeks unspecified damages and an immediate court order barring xAI from allowing further deepfakes of her. According to reports, xAI has denied the core allegations. [1][2][7]
The case quickly moved into a wider procedural fight. xAI’s lawyers asked a federal judge in Manhattan to take the case after the state filing, and on the same day the company filed a countersuit in federal court in the Northern District of Texas, asserting St. Clair breached the platform’s user agreement by suing outside the forum specified in those terms and seeking an unspecified money judgment. X is based in Texas, where Musk and several of his companies maintain operations. [1][2][7]
Carrie Goldberg, an attorney for St. Clair, described xAI’s countersuit as a “jolting” and unusually aggressive manoeuvre and said St. Clair “will be vigorously defending her forum in New York.” Goldberg added that, in her view, the central claim is that by enabling non‑consensual sexually explicit images, xAI has manufactured a public nuisance and an unsafe product. [1]
xAI has publicly pushed back. According to reporting, the company dismissed some coverage as “Legacy Media Lies” while simultaneously seeking to cabin the dispute in the Texas forum required by its user agreement. The company and X have also announced policy changes intended to limit the creation and editing of images on Grok, saying they will restrict certain image edits and move some features behind paid accounts to improve accountability. [2][7]
The lawsuit comes amid escalating regulatory and law‑enforcement scrutiny worldwide. California Attorney General Rob Bonta issued a cease‑and‑desist order demanding an immediate halt to the generation and distribution of AI‑generated sexualised images of minors and opened an investigation into xAI’s activities. Malaysian authorities have announced legal action after regulators found alleged misuse of Grok’s image features, and several countries , including Malaysia and Indonesia , temporarily blocked Grok access. Governments and regulators in the UK, EU, India and elsewhere have signalled or launched probes; Ofcom in Britain opened an investigation under the Online Safety Act and UK ministers described the reported outputs as deeply troubling. [3][4][5][6]
Despite xAI’s stated restrictions and the company’s claims of zero tolerance for child sexual exploitation and non‑consensual nudity, independent checks and reporting have found that in some jurisdictions explicit editing remained possible, and critics say limiting features to paid accounts does not fully address the risks. The confluence of a high‑profile civil suit, parallel regulatory actions and international legal challenges underscores how generative AI’s rapid deployment is colliding with established safeguards for privacy, child protection and online safety. [5][3][4]
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