AI-manipulated images in schools prompt legislative push and safety concerns
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Students at a Plymouth intermediate school have circulated AI-manipulated photographs of staff on social media, depicting teachers alongside other pupils and with public figures accused of serious crimes, raising alarm among school leaders and families. According to local reporting, the school sent parents a letter on 3 February asking them to discuss the matter with their children and warning that the images “could cause serious issues” for educators.
School officials told reporters the matter has been dealt with internally; a communications director declined further comment and “No comment, but then told us, "The situation has been handled internally."” Local law enforcement confirmed there is currently no specific state statute that addresses many forms of AI-altered images, and a previous, similar incident was forwarded to the county prosecutor, who said, "..we have no information we can share at this time. However, if/when we do, we'll make sure to release a statement."
State lawmakers have moved to fill gaps in the criminal code. According to statements from the Indiana House Republican leadership, legislation advanced in 2024 would expand the definition of intimate images to include those created or altered with AI without a person's consent, making distribution a criminal offence punishable as a Class A misdemeanor or, for more serious conduct, a Level 6 felony carrying up to 30 months' imprisonment. Governor Eric Holcomb signed related measures earlier in 2024 that also require disclosure when AI has been used to manipulate political adverts.
Other proposed measures would make producing AI-generated sexual images a felony and impose disclosure requirements for deceptively altered media, reflecting a wider push by state legislators to curb non-consensual deepfakes. Representative Maureen Bauer was quoted saying it is time to confront the new digital realities and that “It is not a victimless crime. Even if the image is fake, it has real consequences.”
Experts and child-safety groups urge schools and parents to combine disciplinary steps with education about AI tools and online harms. Industry and advocacy organisations note minors who create or share non-consensual intimate images can face legal and social consequences, while also stressing the importance of teaching digital literacy to prevent further misuse.
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