Experts warn of risks as AI chatbots enter emotional support roles
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AI systems being presented as companions, coaches and even stand‑in therapists are prompting growing unease among clinicians, ethicists and the people advising technology firms on how to build safer products. According to reporting in Le Monde and analysis in Forbes, the spread of generative chatbots into emotional support roles has exposed gaps in clinical reliability and regulatory oversight, and raised fresh questions about harm, liability and user misunderstanding. [2][3]
Genevieve Bartuski, a psychologist and AI risk adviser who works with founders, developers and investors on health, mental‑health and wellness tools, says her role is to press teams to examine the risks their products create as closely as they examine the user experience. Speaking to TechRadar, she described her practice as partnering with companies to build responsibly and to ensure investors ask the right questions before backing platforms. Industry observers say such scrutiny is urgently needed as startups rush to deploy conversational systems into sensitive domains. [2][3]
Bartuski and peers urge developers to resist Silicon Valley’s “move fast” instinct when dealing with mental‑health adjacent services. Public‑health scholarship warns that rapid rollouts without adequate safeguards can produce cultural mismatches, misdiagnoses and ethical harms, particularly when tools treat diverse expressions of distress as if they were universal clinical symptoms. Building slowly and integrating with existing care systems are common recommendations from clinicians and policy researchers. [5]
Emotional attachment to interactive systems is now a routine concern. The University of Hawai‘i research into companion apps such as Replika, reporting and investigative pieces in Time, and other commentary have documented cases in which prolonged or intense chatbot use coincided with worsening reality testing or the emergence of delusional thinking in vulnerable individuals. Those findings have sharpened debate about when an engaging conversational partner slides into unhealthy dependency. [7][4]
Bartuski warns that children may be especially at risk because AI companions are typically optimised to affirm and retain users rather than to challenge them. Psychologists argue that navigating conflict, negotiation and messy social feedback is central to social development, and that systems designed to be agreeable can short‑circuit those learning opportunities. Broader psychology commentary highlights risks around boundary erosion, emotional manipulation and the weakening of critical social skills. [6][2]
On the question of clinical use, she is unequivocal: “I do not believe that AI should do therapy." That position sits alongside a more nuanced view that AI can augment care under human oversight, for example by supporting skill practice, delivering psychoeducation or helping to triage scarce services for older adults. Commentary in Forbes and Le Monde reflects a similar split: proponents point to increased access and scalability, while critics stress that generative models currently lack the judgment, contextual sensitivity and accountability required for standalone treatment. [3][2]
A recurring technical worry is hallucination and overconfidence. “AI isn’t infallible or all‑knowing," Bartuski notes, emphasising that systems will invent answers when information is missing and are optimised to maximise engagement. Investigations and expert analyses warn that such behaviour can validate harmful beliefs, erode critical thinking and, in crisis situations, fail to escalate appropriately. Calls for clearer labelling, guardrails for crisis signals and limits on claims of clinical efficacy are growing louder. [4][6]
The cumulative message from clinicians, journalists and ethicists is pragmatic: acknowledge where AI can help, but keep human oversight central, regulate claims tightly and prioritise safeguards that protect the most vulnerable. Public‑health research underlines the need for culturally competent, ethically transparent systems and for regulators to catch up with innovation before more people rely on tools that can reassure while doing real harm. For developers and users alike, the recommendation is to slow down, build with care and avoid outsourcing judgement or care to software designed primarily to keep people engaged. [5][3]
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