Understanding the risks of AI and the frameworks guiding its safe use
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In recent developments surrounding artificial intelligence, significant concerns have been raised about the risks inherent in AI models, particularly those related to data integrity, model accuracy, security, ethical considerations, and legal compliance. A notable incident in 2023 involved an Australian mayor preparing legal action against OpenAI after the company's chatbot, ChatGPT, generated a fabricated story falsely implicating him in a bribery scandal. This case highlighted the potential legal and reputational damages that AI-generated misinformation can cause.
Industry analysts, including Gartner, have predicted that about 85% of AI models will fail, principally due to issues with the quality and management of data. AI systems are fundamentally reliant on machine learning (ML) techniques, which require extensive training data to identify patterns and generate responses. Faulty or incomplete data can lead to errors such as wrong answers, biased outputs, and discriminatory decisions, underscoring the critical need for rigorous AI risk management.
AI risk is conceptually defined as the probability that an AI system will be exploited or produce erroneous results, multiplied by the impact of such errors. This risk varies according to context — minor errors, such as inaccurate historical dates for academic research, contrast starkly with high-stakes contexts like medical decision-making or autonomous vehicle operation, where inaccuracies could have serious or even fatal consequences.
AI risks are categorised into four primary types:
1. Data Risks: Challenges related to security breaches, privacy violations, data contamination, and biased data interpretation. A notable example is a healthcare risk prediction algorithm that showed racial bias by underestimating the care needs of Black patients due to flawed proxies based on medical spending patterns. This misinterpretation arose from systemic issues such as varying access to healthcare affecting spending, rather than patient health status.
2. Model Risks: Vulnerabilities inherent to the AI model’s logic or architecture, which can be exploited through adversarial attacks designed to confuse AI decisions, prompt injection attacks that manipulate generative AI outputs, or supply chain attacks targeting third-party components. Amazon's AI recruitment tool incident exemplified model risk where a male-dominated historic recruitment dataset led to sexist bias against female applicants.
3. Operational Risks: Problems arising from internal organisational factors including data drift (use of outdated data), inadequate scaling plans, improper system integration, and lack of accountability. The Apple Card controversy in 2019 serves as a key example, where algorithmic disparities in credit limits between men and women were compounded by a lack of transparency and human oversight, exacerbating the operational risk.
4. Ethical and Legal Risks: Potential violations of data privacy regulations such as GDPR and the California Consumer Privacy Act (CCPA), and failure to prevent discriminatory outcomes risk legal penalties and reputational harm. A high-profile case in March 2025 involved OpenAI facing a privacy complaint in Europe under GDPR after ChatGPT generated a false and harmful story about a Norwegian man, illustrating the growing legal scrutiny AI systems face.
In response to these multifaceted risks, several comprehensive AI risk management frameworks and standards have been developed:
The NIST AI Risk Management Framework (AI RMF): Released initially in January 2023 by the National Institute of Standards and Technology, this voluntary framework emphasises trustworthy AI characteristics such as accuracy, safety, transparency, fairness, and data privacy. Its 2024 update, NIST-AI-600-1, specifically addresses generative AI risks, including misinformation and data privacy concerns such as unauthorised data scraping.
The EU AI Act: Enacted in 2024, this is the first comprehensive AI regulation globally. It categorises AI applications by risk and imposes strict requirements, particularly for high-risk sectors like healthcare, banking, and recruitment. The Act mandates transparency on data use, prohibits unacceptable applications such as real-time biometric surveillance and social scoring, and empowers users to opt out of AI-driven decision-making.
ISO/IEC Standards: These international standards, including ISO/IEC 27001:2022 and ISO/IEC 23894:2023, provide guidelines on data privacy, security, and fairness during AI development and deployment. An amendment in 2024 further incorporates privacy and sustainability into AI governance. The standards stress structured risk management, encryption, bias mitigation, regulatory compliance, and continuous security monitoring.
Given the complexities of data privacy and AI risk management, tools that automate privacy governance are increasingly important. Companies like Osano specialise in supporting organisations to comply with privacy laws, manage data ethically, and address AI-specific compliance challenges. Such platforms enable data sourcing, rights request processing, and risk assessment automation, contributing to safer AI deployments.
In summary, as AI technologies become more embedded in various sectors, managing the accompanying risks—ranging from data integrity to ethical use and legal compliance—remains paramount. Frameworks and regulations are evolving rapidly to address these issues, promoting accountability and transparency in AI systems while aiming to protect individuals and organisations from unintended harms.
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