# Public more concerned about immediate AI risks than future existential threats, study finds



A recent study conducted by researchers at the University of Zurich has revealed that the public is more concerned about the immediate risks of artificial intelligence (AI) than the potential long-term existential threats it may pose to humanity. This research challenges the common belief that dramatic warnings about AI’s future dangers may distract from current pressing issues.

The study involved over 10,000 participants across the USA and the UK, who were exposed to various narratives about AI risks. Some participants read headlines highlighting AI as a catastrophic future risk to humanity, others were shown content focusing on present-day threats such as bias, job displacement, and disinformation, while a third group encountered information emphasising the potential benefits of AI.

Professor Fabrizio Gilardi from the Department of Political Science at the University of Zurich explained the key findings: “Our findings show that the respondents are much more worried about present risks posed by AI than about potential future catastrophes.” He added that even when participants were exposed to apocalyptic scenarios concerning AI, their concern for issues such as systematic bias in AI decision-making and the loss of jobs due to automation remained significantly higher.

The study also dispelled the so-called “distraction hypothesis,” which suggests that looming existential risk narratives might reduce public concern for more immediate AI harms. Co-author Emma Hoes noted, “The study shows that the discussion about long-term risks is not automatically occurring at the expense of alertness to present problems.” Both Gilardi and Hoes emphasised that public dialogue should integrally consider both current and future challenges posed by AI. “The public discourse shouldn’t be ‘either-or.’ A concurrent understanding and appreciation of both the immediate and potential future challenges is needed,” Gilardi remarked.

This research addressed a critical gap in understanding public perceptions of AI risks by systematically examining how people react to different narratives about the technology. The results indicate that individuals are capable of holding nuanced views, distinguishing between abstract, theoretical dangers and concrete, tangible issues, and taking both seriously.

As AI systems continue to develop and become increasingly integrated into daily life, concerns about fairness, misinformation, and economic impacts remain at the forefront for many people. This study, published in the Proceedings of the National Academy of Sciences (PNAS) under the title “Existential Risk Narratives About Artificial Intelligence Do Not Distract From Its Immediate Harms,” provides empirical evidence to inform ongoing scientific and political discussions on the societal implications of artificial intelligence.

The findings highlight the importance of fostering thoughtful and broad public dialogue encompassing both the immediate and long-term risks associated with AI technologies.
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