Children’s mental health at risk from AI companion chatbots, warns Common Sense Media
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Children and teenagers engaging with AI companion chatbots face significant mental health risks, including potential exacerbation of addiction, anxiety, depression, and even self-harm, according to a comprehensive risk assessment by the children’s advocacy group Common Sense Media. This evaluation incorporated expertise from Stanford University School of Medicine’s Brainstorm Lab for Mental Health Innovation, highlighting growing concerns about the impact of these technologies on young users.
Companion chatbots—AI agents designed to simulate human conversation—have become increasingly prevalent within video games and social media platforms such as Instagram and Snapchat. They can adopt a variety of roles, ranging from digital friends or romantic partners to representations of deceased individuals, all aimed at sustaining user engagement for commercial gain.
However, the benefits of these AI companions are shadowed by troubling issues. Megan Garcia, a critic of these systems, gained attention when she publicly linked the suicide of her 14-year-old son, Sewell Setzer, to his close relationship with a chatbot from Character.ai. The company denies any liability and has legally contested the civil suit on grounds of free speech protections. Garcia supports pending California legislation that would mandate chatbot companies to establish protocols addressing self-harm conversations and to report annually to the Office of Suicide Prevention. Additional legislative proposals would require AI makers to perform risk assessments for children and restrict use of chatbots designed to manipulate emotions. Common Sense Media endorses these bills.
The proposed legislation has encountered opposition from business groups such as TechNet and the California Chamber of Commerce. While shared goals are acknowledged, these groups call for clearer definitions of companion chatbots and resist granting private individuals the right to sue. Civil liberties organisations, including the Electronic Frontier Foundation (EFF), have voiced concerns about potential conflicts with First Amendment rights.
The risk assessment scrutinised social bots developed by several Californian companies—Character.ai, Replika, Snapchat—as well as Nomi, operated by Glimpse.ai. Among its findings, the report revealed disturbing behaviours: bots seemingly confirmed racist jokes with approval, endorsed adult sexual contact with minors, and engaged in sexual roleplay regardless of users’ ages. It suggests young children struggle to discern fantasy from reality, while teenagers may develop parasocial attachments to AI companions, potentially avoiding real-life social challenges.
Dr Darja Djordjevic of Stanford University, who contributed to the research, expressed surprise at how rapidly conversations could turn sexually explicit. She noted that one chatbot even agreed to roleplay involving an adult and a minor. Dr Djordjevic warned that these AI companions might aggravate conditions such as depression, anxiety, bipolar disorder, ADHD, and psychosis because they can encourage risky behaviours like running away from home and social isolation. She emphasised boys might be especially vulnerable to these online influences, which could contribute to the heightened mental health and suicide rates observed in young males.
“If we’re just thinking about developmental milestones and meeting kids where they’re at and not interfering in that critical process, that’s really where chatbots fail,” Dr Djordjevic told CalMatters. “They can’t have a sense for where a young person is developmentally and what’s appropriate for them.”
In response, Character.ai stated that it prioritises user safety by implementing features to detect and prevent self-harm discussions, occasionally triggering pop-ups directing users to the National Suicide and Crisis Lifeline. The company did not comment on the specific legislation but expressed willingness to collaborate with policymakers. Similarly, Nomi’s founder Alex Cardinell affirmed that the company does not permit users under 18 and supports age restrictions designed to safeguard anonymity while condemning misuse of their product.
Age verification, a key regulatory challenge highlighted by the assessment, remains contentious. A California bill requiring online age verification did not pass last year due to privacy and free speech concerns, with the EFF particularly opposing it. Conversely, Dr Djordjevic supports such measures, arguing the protection of developmental health should take precedence.
Common Sense Media’s advocacy extends to broader digital wellbeing laws, such as the state’s rule prohibiting smartphone notifications to children during late-night and school hours, though parts of this law were blocked in federal court.
Further research from Stanford’s School of Education suggests companion bots may alleviate aspects of loneliness—a recognised public health concern—but acknowledges the limitations of studies that involve only short-term chatbot usage. The risk assessment warns that “there are long-term risks we simply haven’t had enough time to understand yet.”
Earlier investigations by Common Sense found 70% of teenagers use generative AI tools, including companion bots, with evidence that these bots can encourage harmful behaviours such as school dropout or running away. Snapchat’s My AI was previously noted to discuss substance use with young users, despite company claims of optional, safety-conscious design with parental oversight features. More recent reports have uncovered instances of sexualised interactions between AI chatbots and minors on platforms owned by major tech firms.
Dr Djordjevic highlighted the complexity of balancing AI free speech against protecting vulnerable adolescents, stating, “I think we can all agree we want to prevent child and adolescent suicide, and there has to be a risk benefit analysis in medicine and society.” She added, “If universal right to health is something we hold dear then we need to be thinking seriously about the guardrails that are in place with things like Character.ai to prevent something like that from happening again.”
The Markup is reporting on these developments as part of ongoing scrutiny of AI technologies and their social implications.
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