# Jamie Lee Curtis calls out Meta over ignored deepfake video using her likeness



Award-winning actress and author Jamie Lee Curtis has recently taken to social media to express her frustration with Mark Zuckerberg and Meta over their inaction regarding an AI-generated deepfake video that misuses her likeness. This video, which has been widely circulated on Facebook and Instagram, distorts her image and message, promoting ideas contrary to her values and public persona.

In a post on her verified Instagram account, Curtis detailed her efforts to communicate directly with Zuckerberg, highlighting that she went through the necessary official channels to request the removal of the deepfake. However, she has reported no response from the company or its executives. The actress noted that since Zuckerberg does not follow her on the platform, she was left with no choice but to publicly share her grievances.

The deepfake in question features a manipulated clip from a past interview Curtis conducted with MSNBC, where she spoke about the Los Angeles wildfires. In the altered version, her context is changed to falsely suggest she is endorsing a brand. This manipulation not only misrepresents her but also underscores a growing concern among celebrities and public figures about the potential for generative AI technologies to distort reality in harmful ways.

The prevalence of AI-generated deepfakes has emerged as a critical issue, particularly for women in the entertainment industry. In recent years, several high-profile personalities, including Taylor Swift and Scarlett Johansson, have also fallen victim to such technology. Swift has previously condemned the use of her likeness in explicit contexts, while Johansson has taken a stand against AI-generated characters that closely resemble her past film roles. This trend has raised alarms among advocacy groups and creators alike, who argue that deepfakes can have serious repercussions, particularly when they are used for malicious purposes.

Meta has faced criticism for its inconsistent approach to deepfakes on its platforms. Although the company has removed certain fraudulent sexualised images of female celebrities after investigations exposed their prevalence, it has struggled to implement a comprehensive strategy for dealing with deeper ethical concerns surrounding deepfake videos. The Oversight Board has stated that non-consensual intimate deepfakes constitute a violation of privacy and personal dignity, disproportionately affecting women and girls.

In a blog post, Facebook, which operates under Meta, acknowledged that deepfakes pose a significant challenge for the tech industry, affecting public trust and safety. The company outlined that it would remove videos modified by AI if they mislead viewers about what a person purportedly said, using both staff and third-party fact-checkers to assess video authenticity. However, the ongoing debate about the application and regulation of deepfake technology has prompted many to call for stronger measures and oversight.

Despite these policies, past incidents illustrate the difficulties in enforcing them. In previous circumstances, Facebook did not remove notable deepfakes, including one featuring Zuckerberg himself, which was used artistically to comment on data privacy issues. Critics have pointed out that the company's policy on such content can often lag behind the rapid evolution of technology, leading to situations where harmful content slips through.

Curtis’s recent public appeal highlights a growing urgency for more robust enforcement mechanisms and clearer guidelines to protect individuals from the misuse of their likenesses. As concerns about deepfakes escalate, her call to action may resonate not only with her peers in Hollywood but also with broader discussions on digital ethics, personal rights, and the implications of advancing AI technology.

As society grapples with the rapid proliferation of synthetic media, Curtis's case serves as a crucial reminder of the need for accountability and proactive measures in the ever-evolving landscape of digital content creation.
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