# UK faces doubling of AI-enabled cyberattacks as preparedness gaps widen



The advent of artificial intelligence (AI) has revolutionised numerous sectors, but its implications for cybersecurity are both profound and alarming. As businesses increasingly adopt AI technologies, the United Kingdom faces a growing threat landscape characterised by AI-enabled cyberattacks. This shift has prompted stern warnings from cybersecurity experts and governmental agencies alike. The National Cyber Security Centre (NCSC) has indicated that a significant "digital divide" may emerge, distinguishing those organisations that can adapt to rapidly evolving cyber threats from those that cannot.

Research conducted by Absolute Security revealed that 54% of chief information security officers (CISOs) feel ill-equipped to deal with these sophisticated AI-driven threats. Andy Ward, an international senior vice president at Absolute Security, referred to the NCSC's warning as a “wake-up call for all UK organisations.” He emphasised that AI is fundamentally reshaping the cybersecurity landscape, advancing both the speed and sophistication of cyberattacks, a sentiment echoed by other experts in the field.

The numbers tell a grim story. In 2024 alone, the NCSC received nearly 2,000 reports of cyberattacks, nearly doubling from previous years, with 90 classified as significant and 12 as highly severe incidents. Cabinet Office Minister Pat McFadden emphasised the necessity of bolstering cybersecurity efforts in light of these escalating risks, highlighting the recent targeting of major retailers such as Marks & Spencer and Harrods by ransomware attacks, which disrupted operations significantly. McFadden called for a new cybersecurity strategy and legislative measures to enhance the UK's defences against these evolving threats.

Moreover, the situation is exacerbated by the emergence of state-sponsored hacking, with entities from countries like Russia, China, and North Korea utilising AI to enhance their cyber capabilities. Richard Horne, CEO of the NCSC, elaborated on this trend, noting that the sophistication of cyber assaults has dramatically increased. The NCSC reported a threefold rise in severe attacks, which have adversely affected critical infrastructures, including health care facilities.

Survey data illustrates the disparity in preparedness among organisations. While 20% of companies report feeling very well-equipped to face high-volume AI-powered attacks, a substantial segment of the workforce remains sceptical. The Arkose Labs report highlighted that only 42% of cybersecurity professionals fully grasp the role of AI within their organisations, revealing significant gaps in knowledge that must be addressed. Coupled with the fact that nearly 95% of cybersecurity professionals believe that AI can enhance detection and response capabilities illustrates a dual-edged sword; while AI can fortify security measures, it also creates avenues for more sophisticated attacks.

In this evolving landscape, the need for proactive measures cannot be overstated. Organisations must leverage AI both to fortify their defences and to comprehend the complexities of the threats they face. Alarmingly, many businesses still lack formal policies governing the secure use of AI technology that could safeguard against these burgeoning threats. With threats evolving rapidly, it is imperative that cybersecurity strategies are continuously updated to keep pace with advancements in technology and tactics employed by cybercriminals.

The government's forthcoming Cyber Security and Resilience Bill is expected to address some of these challenges, aiming to enhance protections for critical infrastructure and supply chains. However, it is clear that the responsibility to safeguard against AI-enabled attacks must also rest with individual organisations. As the cyber threat landscape continues to morph under the influence of AI, remaining vigilant and proactive in cybersecurity strategies will be crucial for all sectors of the economy.

In conclusion, as countries like the UK brace for a future riddled with AI-enabled cyber dangers, collaboration between public and private sectors becomes vital. Only through collective awareness, investment in technologies, and improved education can we hope to bridge the digital divide and create a resilient cybersecurity framework that can withstand the next wave of threats.
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