# Kaspersky warns AI-generated passwords leave users vulnerable to hacking



In the age of cyber threats and sophisticated hacking techniques, the advent of artificial intelligence has introduced both innovative tools and new vulnerabilities. On World Password Day, Alexey Antonov, Data Science Team Lead at Kaspersky, issued a crucial warning against the use of AI-generated passwords, emphasising that the very technology designed to enhance security may inadvertently expose users to higher risks.

Antonov’s analysis involved generating 1,000 passwords using large language models (LLMs) such as ChatGPT, Llama, and DeepSeek. What he discovered was alarming: despite the apparent complexity suggested by these models, a significant number of their generated passwords displayed predictable patterns that are easily exploited by cybercriminals. He noted, “All of the models are aware that a good password consists of at least 12 characters, including uppercase and lowercase letters, numbers, and symbols.”

However, many of the passwords produced were not as secure as they should be. Instances included common dictionary words and typical character substitutions, such as “P@ssw0rd” or numeric representations of letters in words. The findings revealed that nearly 60% of generated passwords could be cracked within an hour using modern GPUs or cloud-based cracking tools. Remarkably, 88% of passwords generated by DeepSeek and 87% produced by Llama failed Kaspersky's security tests, a stark contrast to ChatGPT, where only 33% did not meet adequacy for protection against attacks.

Kaspersky is not alone in expressing concerns about the security of AI-generated passwords. Recent studies show a spike in cyber-attacks targeting user credentials, particularly in gaming and AI platforms. Over the past three years, Kaspersky's Digital Footprint Intelligence division uncovered more than 36 million compromised accounts, with a staggering 33-fold increase in stolen OpenAI user credentials reported in 2023 alone. This illustrates the critical need for robust security measures when using popular AI tools.

To protect oneself against these vulnerabilities, Antonov recommends using reputable password managers instead of relying on AI for password generation. These tools create random, highly unpredictable passwords that are difficult for attackers to crack, employing cryptographic algorithms for secure generation. Additionally, password managers store credentials in a secure vault, accessible through a single master password, and often offer functionalities like auto-fill and synchronisation across devices.

In a digital landscape where convenience often compromises security, it's advisable for users to remain vigilant. Rather than falling back on generated passwords that may seem strong, prioritising password security through established methods and dedicated tools can significantly diminish the risk of cyber threats. As cybercriminals become increasingly adept at exploiting weaknesses in AI, the importance of traditional security measures cannot be overstated.

In conclusion, while the allure of AI-generated passwords is undeniable, the potential risks associated with them far outweigh the perceived benefits. As Kaspersky's findings highlight, the key to robust online security lies not in the promises of AI, but in the time-tested strategies of careful password management and vigilance against evolving cyber threats.
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