# AI chatbots enable stealth communication with covert encrypted messaging



Recent advancements in artificial intelligence have paved the way for innovative methods of secure communication, with a new technique promising to transform how individuals share information. Researchers have developed a system using AI chatbots, like ChatGPT, to carry encrypted messages that remain undetectable by standard cybersecurity measures. This breakthrough, described as a modern application of invisible ink, was designed to offer a communication alternative in environments where traditional encryption is often compromised or prohibited.

The system, known as EmbedderLLM, cleverly integrates secret messages into AI-generated text, making the content appear entirely mundane and human-created. According to the research team, this method effectively eludes existing decryption techniques, thereby providing a digital disguise for confidential information. Only those possessing a secure password or private key can extract the intended message, thus allowing for stealthy communication. The technique could be particularly crucial for journalists and citizens living under repressive regimes, enabling them to communicate without detection.

While the potential for good is significant, the researchers caution against the dual-use nature of this technology. As Mayank Raikwar, one of the study's coauthors, states, “This research is very exciting… but the ethics come into the picture about the (mis)use of the system." This sentiment is echoed in discussions around technologies that facilitate secure communication, highlighting the balance that must be maintained between innovation and responsible use.

The researchers published their findings on April 11 in the preprint database arXiv, and while awaiting peer review, the implications of their work resonate strongly in today’s climate of rampant cyber threats. Current literature indicates that AI communication systems face vulnerabilities, with hackers able to infer the content of encrypted messages without decryption keys by exploiting side channels. Such exploits underscore the pressing need for enhanced security measures, reinforcing the relevance of solutions like EmbedderLLM.

Moreover, the landscape of cybersecurity is rapidly evolving, with threats becoming increasingly sophisticated due to AI-generated malware. This type of malware has the capacity to adapt and evolve, thereby evading conventional detection systems. As AI technologies become integral to various sectors, the necessity for robust encryption methods becomes ever more critical.

Besides addressing potential abuses, experts also stress that the new encryption framework’s effectiveness relies on practical adoption. Yumin Xia, the chief technology officer at Galxe, notes that while the technical feasibility is high, the framework's long-term success hinges on real-world demand. This aligns with broader trends in the cybersecurity field, where the application of strong encryption techniques and innovative methods—such as homomorphic encryption—are being explored to safeguard sensitive data during processing.

In addition to concerns about misuse, the research community remains vigilant regarding potential vulnerabilities within AI systems themselves. For instance, AI chatbots have been shown to encode invisible text that can facilitate covert communication channels. These channels, while capable of transmitting benign information, may also serve malicious purposes, emphasizing the need for secure standardisation and proactive measures to mitigate risks.

As society veers deeper into the realms of digital communication, ensuring privacy and security will be paramount. The developments stemming from AI, as both an enabler of secure communication and a vector for potential threats, underline the dual-edge nature of technological innovation. In navigating this evolution, proactive engagement from developers, policymakers, and users will be essential to harness its benefits while safeguarding against its risks.
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