Regulating AI’s dark side: lessons from climate policy to tackle deepfake abuse
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The swift evolution of artificial intelligence (AI) has brought about numerous unintended consequences, one of the most alarming being the rise of technologies that facilitate sexual violence, such as deepfake pornography. While AI was not conceived for such malicious purposes, its rapid advancement has made it a tool that can be, and often is, misused in distressing ways.
The implications of AI extend far beyond the realm of explicit content. Current regulatory frameworks grappling with these issues tend to revolve around intended uses, largely ignoring the chaotic creativity that characterizes many AI environments. The emergence of what have been termed “underspheres” — loosely connected online communities where users freely experiment with AI technologies — illustrates this point clearly. In places like GitHub and Hugging Face, innovation thrives but often strays into dangerous territory. Users remix and repurpose AI models, creating applications that can serve harmful ends, a phenomenon urgently needing regulatory attention.
Regulatory efforts, such as the European Union's AI Act, established a framework to classify AI systems based on risk. This model has gained traction globally, with similar approaches emerging from the United Kingdom, the United States, and China. However, a common flaw in these strategies is their focus on intended use cases rather than the unintended, creative applications that often arise in these underspheres. For instance, deepfake technology, initially created for benign applications, has been weaponised in the form of non-consensual pornography. An analysis of deepfake videos found that a staggering 98% are pornographic, underscoring the need for more vigilant regulatory approaches.
Recent legislative initiatives in the United States highlight the growing urgency to combat AI misuse. The introduction of state laws, such as those proposed in Minnesota, aims to impose civil penalties on companies generating explicit imagery without consent. Supporters argue that such legislation is critical to preventing harm, although legal experts warn of potential free speech implications. Meanwhile, the newly passed Take It Down Act seeks to establish a framework for removing non-consensual deepfakes from social media platforms, again illustrating the difficulty of keeping pace with rapidly evolving technology.
As policymakers attempt to strike a balance between regulation and creative freedom, the path forward is fraught with complexity. One promising new lens through which to approach AI governance is climate policy. Both fields face similar challenges due to their inherently interconnected and unpredictable nature. Climate governance has matured over decades, developing frameworks that acknowledge uncertainty while maintaining public discourse. Adapting these principles to AI could facilitate proactive regulation, quickly addressing emerging threats rather than reacting after incidents arise.
However, caution is warranted regarding the pitfalls experienced in climate policy. Loopholes and competing interests have frequently stalled genuine progress, creating a sense of inertia that could easily translate into AI governance. To avoid these missteps, there must be concerted efforts to align public oversight with the self-regulatory behaviour of tech developers, fostering transparency and accountability.
Furthermore, the global dimension of AI misuse cannot be ignored. Effective regulation will require international cooperation, especially as AI technologies continue to transcend borders. Ultimately, the task is to adapt to ongoing technological developments, ensuring that societies can navigate the complexities of both AI and its consequences safely.
As the landscape of AI continues to evolve, the imperative for comprehensive and flexible regulatory frameworks has never been clearer. By learning from climate policy and addressing the unique challenges posed by generative AI, there lies the potential not just to manage risks but to harness AI’s capabilities responsibly for the broader good. 
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