# Cybersecurity expert reveals simple secret code to thwart deepfake scams



Amid an escalating wave of impersonation scams fed by advanced deepfake technology, the public faces an overwhelming challenge in keeping cyber criminals at bay. However, a simple, proactive strategy proposed by security expert Cody Barrow offers a glimmer of hope. The solution? A secret password shared among family and friends designed specifically to help them discern whether they are truly communicating with a loved one or an AI-generated deepfake.

Deepfake technology, which manipulates audio and video to create convincingly realistic impersonations, has become alarmingly accessible. Barrow, who leads the cybersecurity firm EclecticIQ, observes that the advancements in artificial intelligence have significantly lowered the barriers for scammers. He warns that, as the digital landscape evolves, individuals must adopt stronger safeguards beyond traditional online security measures. “AI is huge. It’s not just hype,” he noted. His personal anecdote—utilising a unique code with his wife for verification—underscores the necessity of this approach in an age when deepfake scams are surging.

These impersonation scams are not merely theoretical. High-profile individuals, including financial commentators and corporate executives, have already experienced fraudulent uses of their likenesses in various scams, leading to substantial financial losses. For instance, a notable case involved a UK firm conned out of $25 million through a deepfake impersonation of a corporate leader. Such incidents highlight a troubling trend in which scammers exploit generative AI technology to create increasingly sophisticated and convincing deceptions.

The rise in deepfake scams coincides with a broader surge in cyberattacks across industries. Retailers such as M&S and the Co-op have faced recent data breaches, prompting calls for enhanced security measures. The repercussions of these breaches often extend beyond immediate financial loss; they can erode public trust and lead to long-term brand damage. In acknowledging this reality, experts emphasise the importance of educating users about warning signs, such as discrepancies in video authenticity, including unnatural movements or inconsistent voice tones.

Moreover, enterprises are urged to adopt multi-layered security protocols as part of their response strategy. This includes recommendations for robust communication practices, such as callback verification for financial requests and investment in AI detection tools to identify manipulated media. As a safeguard against scams that have increasingly targeted sensitive information—especially during tax season—individuals are advised to verify requests through independent means and exercise caution with unsolicited communications.

The UK's recent Online Safety Act also reflects a growing awareness of the need for stricter regulations. This legislation mandates quicker removal of illegal material and aims to hold social media companies accountable for moderating harmful content effectively. Critics have argued, however, that current measures remain inadequate, underscoring the importance of user vigilance.

As the technological landscape continues to advance, cybersecurity will remain an evolving challenge. The proactive strategies put forth by experts like Barrow serve as crucial reminders that while deepfake technology poses significant risks, informed and engaged individuals can take steps to mitigate their vulnerability. Protecting oneself from these threats requires a blend of awareness, education, and the implementation of secure communications, enabling individuals and organisations to better navigate an increasingly complex digital world.
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