# New AI-driven social media ads deploy malware to millions in evolving cybercrime wave



A new wave of cybercrime is emerging, propelled by the growing interest in artificial intelligence and enticing digital tools. A malicious group, identified as UNC6032 and allegedly linked to actors in Vietnam, has been exploiting this trend by deploying fake advertisements on social media platforms. These ads promote non-existent AI video generators, luring users to fraudulent websites that impersonate legitimate services such as Luma AI, Canva Dream Lab, and Kling AI. The findings, uncovered by Mandiant, a division of Google that focuses on threat intelligence and security, indicate that malicious ads have reached over two million users since late 2024.

These deceptive ads promise users the allure of AI-driven text- and image-to-video generation. However, clicking these advertisements leads to a perilous outcome. Users who interact with these sites are subjected to a phony video-generation interface, which, upon clicking the "Start Free Now" button, triggers the download of a ZIP file embedded with malware. This malware, once executed, backdoors the user’s device, allowing the attackers to log keystrokes and access password managers, digital wallets, and other sensitive information. Mandiant's investigation also highlights the convoluted methods used by UNC6032 to avoid detection, including the frequent rotation of domains associated with these fake ads, which were posted on compromised accounts as well as on pages created by the attackers.

The scale of this operation underscores significant vulnerabilities inherent in the digital landscape. Mandiant clarified that while the ads garnered wide visibility, this does not necessarily equate to the number of actual victims. Current estimates suggest that the ads on LinkedIn alone generated between 50,000 to 250,000 impressions, with a substantial portion originating from the United States. Despite these alarming figures, Meta, the parent company of Facebook, has taken proactive measures, including actively removing malicious advertisements and blocking related URLs. A spokesperson for Meta remarked on their collaboration with Google to enhance their defences against evolving cyber threats, acknowledging the continuous ingenuity of cybercriminals who frequently adapt their tactics.

Mandiant's exploration into this incident also serves as a stark reminder of the growing role of generative AI in future cybercrime schemes. Researchers predict that the increasing accessibility of AI tools will empower a new breed of information operations and sophisticated social engineering attacks. This phenomenon, driven by the capabilities of AI to generate convincing images, videos, and text, presents formidable challenges for users attempting to discern legitimate content from malicious designs. Analysts estimate that the use of generative AI in phishing and disinformation campaigns could lead to an escalation of targeted attacks, previously achievable only through extensive social engineering.

Among the malware deployed in this campaign is STARKVEIL, a dropper capable of delivering various modular malware families, specifically designed for information theft. For example, one malware type, named GRIMPULL, possesses advanced evasion techniques against virtual machine detection and anti-virus software, employing Tor for command and control connections. Simultaneously, XWORM, a more sinister tool, can execute commands remotely, log keystrokes, and even spread via USB drives. Another named FROSTRIFT aims to establish long-lasting access on the affected machines, seeking out browser extensions tied to password management to further exploit compromised accounts.

Mandiant emphasizes the broader implications of such attacks, noting that the rise of carefully crafted fake “AI websites” has broadened the pool of potential victims beyond digital professionals to everyday users. The trio of analysts, Diana Ion, Rommel Joven, and Yash Gupta, express concern over the significant threat posed by these strategies—digital predators are no longer solely targeting niche markets but rather anyone captivated by the promise of innovative technology. As the digital realm continues to evolve, the potential for misuse becomes ever more concerning, urging users to remain vigilant as these threats proliferate.
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