# AI ethicist Rumman Chowdhury calls for urgent accountability amid AI’s rapid rise



As the race to develop advanced Artificial Intelligence (AI) accelerates globally, pivotal conversations around its regulation and ethical implications have come to the forefront. In a recent interview with Marc Lamont Hill for Al Jazeera, Rumman Chowdhury, AI ethicist and CEO of Humane Intelligence, emphasised the urgent need for accountability in the rapidly evolving landscape of AI technology. The discussion highlighted concerns about AI's increasing involvement in amplifying misinformation, government surveillance, and military applications, raising questions about how society can impose checks on such powerful tools.

Chowdhury expressed deep trepidation regarding the consequences of unchecked AI deployment, particularly as tech giants and governments pursue ambitious projects with little consensus on ethical guidelines. One critical issue she raised was the potential for AI to undermine democratic processes by spreading false information, exacerbating divisions and societal conflicts. Additionally, her dialogue pointed to the troubling integration of AI in state surveillance, which can infringe on civil liberties and exacerbate systemic biases. These concerns echo broader anxieties regarding the influence of tech billionaires and their sway over global politics, making the case for more robust governance structures even more urgent.

Amidst this backdrop, Chowdhury advocates for a model of accountability that connects ethical AI development with societal impact. In earlier conversations, she has critiqued the tech industry for its tendency to engage in what she calls 'moral outsourcing,' whereby the onus of responsibility is deflected onto the technology itself rather than the people and institutions that create and deploy it. This commentary is part of a larger narrative that stresses the importance of incorporating diverse perspectives in AI design to mitigate risks associated with community disengagement from technological advancements.

In response to the growing need for a structured approach to AI governance, Chowdhury's organisation, Humane Intelligence, has thrown its support behind legislative initiatives such as the Workforce for AI Trust Act. This act aims to cultivate a skilled workforce adept at assessing algorithms rigorously, reflecting the organisation's commitment to ensuring that AI technologies are deployed safely and equitably. Chowdhury points out that developing a community of practice around algorithmic assessment is essential, particularly in addressing the technology's ethical implications while fostering public trust.

Moreover, she highlights the critical role of flexible regulatory frameworks that can adapt to the rapid pace of AI evolution. Without such frameworks, she argues, society risks falling behind in establishing the necessary legal protections governing AI's deployment. In her advocacy, Chowdhury stresses the need for transparency in AI systems and clear definitions around algorithmic auditing, which would serve as essential tools for public accountability.

As these dialogues unfold, they suggest a compelling vision for a balanced path forward in AI development—one that harmonises technological advancement with ethical considerations and societal benefits. This approach, as Chowdhury contends, can ensure that AI contributes to human flourishing rather than detracts from it, fostering an ecosystem in which innovation proceeds hand-in-hand with responsibility.
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